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ABSTRACT 
 

A brain tumor is a mass of abnormal cells in the brain. Brain tumors can be benign or malignant. 
Conventional diagnosis of a brain tumor by the radiologist, is done by examining a set of images 
produced by magnetic resonance imaging (MRI). Many computer-aided detection (CAD) systems 
have been developed in order to help the radiologist reach his goal of correctly classifying the MRI 
image. Convolutional neural networks (CNNs) have been widely used in the classification of 
medical images. This paper presents a novel CAD technique for the classification of brain tumors 
in MRI images The proposed system extracts features from the brain MRI images by utilizing the 
strong energy compactness property exhibited by the Discrete Wavelet transform (DWT). The 
Wavelet features are then applied to a CNN to classify the input MRI image. Experimental results 
indicate that the proposed approach outperforms other commonly used methods and gives an 
overall accuracy of 98.5%. 
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1. INTRODUCTION 
 
Brain tumor results from cancer cells that grow 
uncontrollably in the brain to create a mass of 
cancer tissue (tumor). The tumor in the brain 
interferes with brain tasks such as memory, 
muscle control, and other body operations [1-2]. 
Depending on the type of tumor and its location 
in the brain, symptoms may include seizures, 
memory problems, unusual behavior, confusion, 
vision changes, and balance difficulties [3-
5].Brain cancer may be caused by factors such 
as exposure to ionizing radiation and a family 
history of brain cancer[6-7]. Several studies claim 
that there is a link between cell phones and brain 
cancer. 
 
Various treatment options are available for brain 
cancer patients. The options include radiation 
therapy, surgery, chemotherapy, or a 
combination of these treatments [8].Usually the 
first stage of treatment given to brain cancer 
patients is radiotherapy [9-10]. 
 
The second stage of thereby is a surgery which 
aims to remove all of the tumor. However, if 
some tumor is left after surgery, which is often 
the case, then chemotherapy is administered 
[11-12]. 
 
Magnetic Resonance Imaging (MRI) is the 
preferred way to diagnose a brain tumor, as it 
generates more detailed pictures than 
computerized tomography (CT) scans [13]. MRI 
is a non-invasive and painless scanning 
technique. Depending on the type of tumor 
suspected, the physician may order MRI for the 
brain, spinal cord, or both [14]. 
 
According to the WHO (World Health 
Organization), brain tumors are classified into 
two general types: benign(noncancerous) and 
malignant(cancerous) [15-17]. Malignant tumors 
are subsequently classified into grade s(I through 
IV.)Grade-I tumor, the lest aggressive type, is 
called Pilocytic Astrocytoma. Grade-II tumor is a 
low-grade Astrocytoma; Grade-III tumor is called 
Anaplastic Astrocytoma. Grade-IV tumor, the 
most aggressive type, is called Glioblastoma [18-
19]. 
 
Presented in this paper is a novel brain cancer 
classification system based on Wavelet 
decomposition and Convolutional Neural 
Networks (CNNs). Specifically, this study, 
addresses the classification of three types of 
brain tumors (meningioma, glioma, and pituitary 

tumor). T1-weighted contrast-enhanced MRI 
(CE-MRI) images are adopted in this paper.  
 
Experimental results show that the proposed 
WCNN system outperforms commonly proposed 
systems such as the Support Vector machines 
(SVM).  The proposed system produces a high 
accuracy rate of 98.5%. 
 

1.1 The State of the Art in Brain Tumor 
Classification 

 
The following detailed classification of brain 
tumors, according to the WHO, is associated with 
cell origin and behavior: 
 

 Astrocytoma, which develop from star-
shaped cells called astrocytes, are the most 
common central nervous system(CNS) 
tumors. Astrocytoma  arise anywhere in the 
spinal cord or brain. In adults, astrocytomas 
often occur in the cerebrum, the largest part 
of the brain, that controls speech, 
movement, learning, thinking and reading.  

 Brain stem gliomas, a high-grade 
astrocytomas, originate in the brain stem 
(the lowest part of the brain that connects 
the spinal cord. to the brain). Brain stem 
gliomas affect several functions such as 
breathing, blood pressure, hunger, and body 
temperature. Tumors in this area can be 
difficult to treat.  

 Glioblastoma, a grade IV astrocytoma, is an 
aggressive type of CNS tumor that 
originates in the supportive tissue of the 
brain and usually affects adults. 
Glioblastoma, which is considered the most 
common grade IV brain cancer, may form in 
any lobe of the brain, but they often develop 
in the frontal and temporal lobes. 

 Meningioma form in the membrane that 
surrounds the spinal cord and the brain. 
They are non-cancerous (benign) and are 
often removed with surgery. Some 
meningiomas may not need treatment at all. 

 Ependymomas often develop in the spinal 
cord and the lining of the ventricles. They 
are most common in adolescents and 
children. 

 Oligodendrogliomas, a rare type of slow-
growing tumor. They originate in the cells 
that produce myelin (the fatty coating that 
keeps nerves in the brain and spinal cord). 
These tumors often occur in the cerebrum of 
middle-aged adults.As shown by Table 1, 
sseveralMRI brain datasetshave been used 
by researchers and areavailable online. 
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Conventional cancer detection techniques 
examine the tissue of the tumor to form a 
judgment as to the tumor type [20-21]. However, 
many tumors do not possess distinctive 
morphological characteristics that are essential 
for differential classification. Hence, the 
assessment of histopathological and clinical 
information may lead to a misdiagnosis. Thus, 
there is a strong demand for automatic methods 
to perform brain tumor detection and 
classification. 
 

Computer aided detection (CAD) systems, 
especially those systems based on machine 
learning and artificial intelligence (AI) methods, 
have been widely adopted in cancer detection 
systems [22]. Some studies claim that AI 
systems have outperformed humans in many 
imaging areas in medicine [23-24]. CAD systems 
offer many advantages.  In addition to providing 
a fast screening process, CAD systems improve 
the subjective interpretation of radiologists. As 
with other fields of medical imaging, CAD 
systems that are used in brain tumor detection 
and classification, are significantly based on 
machine learning and AI software. A variety                     
of CAD techniques have been proposed in                      
the literature for the diagnosis and                   
classification of brain tumor. Segmentation is 
perhaps the most common preprocessing step 
among these techniques, and is used to extract 
the infected region of the brain from the input 
MRI image. 
 

A review of brain tumor segmentation methods is 
given by Tiwari [25]. Hakeel et al. used a 
wireless infrared imaging sensor for brain tumor 

detection [26]. Maalinii et al. used morphological 
reconstruction and thresholding for Brain tumor 
extraction [27]. Jemimma et al. performed brain 
tumor segmentation using the Watershed 
algorithm based DAPP features [28].Yin et al. 
employed a whale optimization algorithm for 
brain tumor classification [29]. Gurbină et al. [30] 
and Shree et al. [31] used Wavelet for brain 
tumor identification. 
 

2. MATERIALS AND METHODS 
 
Proposed in this paper is a Wavelet-based CNN 
(WCNN) system for brain tumor detection and 
classification.MRI images, which are the most 
popular imaging technique for brain tumor 
scanning, are used in this study. A block diagram 
showing the main stages of the proposed system 
is depicted in Fig.1. 
 
The cascade functions performed by the 
proposed system start by taking the Wavelet 
decomposition of the input image I, which is an 
MRI image and it represents any image in the 
employed brain tumor dataset. 
 
Magnetic resonance imaging (MRI) is a medical 
imaging technique that uses a strong magnetic 
field and radio waves to create detailed images 
of the body organs and tissues. 
 
MRI allows for the detailed visualization of the 
brain and spinal cord anatomy in all three planes: 
axial, sagittal and coronal. The most common 
MRI relaxation time scans are the T1-weighted 
(T1) and T2-weighted (T2) scans. If ordered, the

 
Table 1. MRI brain databases 

 
# Database Location 
1 BRAINIX medical images https://www.medicalimages.com/search/brain.html 
2 TCGA-GBM, TCGA-LGG https://wiki.cancerimagingarchive.net/display/Public/TCGA-

LGG 
3 Figshare (Cheng) https://figshare.com/articles/brain_tumor_dataset/1512427 
4 Harvard Medical School  (http://med.harvard.edu/AANLIB/ 
5 Moffitt  Cancer Research Center https://moffitt.org/ 
6 BraTS 

2013,2014,2016,2018,2020 
https://ipp.cbica.upenn.edu/ 

 

 
 

Fig. 1. Block diagram of the proposed system 
 



MRI can also generate other scans such as T1
weighted contrast-enhanced (T1c), and T2
weighted Fluid Attenuated Inversion
(FLAIR) images [32]. 
 

2.1 Image Dataset 
 
The brain tumor database was obtained from 
figshare (Cheng) collection. This brain tumor 
database contains T1-weighted contrast
enhanced images from 233 patients with three 
types of brain diseases. Specifically, this dataset 
contains1426 slices representing glioma,930 
slices representing pituitary tumor,
slices representing meningioma.  In this study, 
only 170 images from each class were used; 
70% for training and 30% for testing. Table
summarizes the dataset details. Sample imag
from each class of the database are shown in 
Fig. 2. 
 
Unlike most of the brain classification CAD 
methods which require segmenting the input 
image before classifying it, the proposed WCNN 
method operates on the whole input image 
without doing any segmentation to it. Therefore, 
the proposed system significantly reduces the 
time complexity of the classification system and 
avoids any potential errors which may occur in 
the segmentation phase. The first phase of the 
proposed system is to use the Wavelet tran
to obtain discriminative features from the input 
image. 
 

Table 2. Dataset labels and diseases

Disease type Class label 
meningioma, 1 
glioma 2 
pituitary tumor 3 

 

 
(a) 

 
Fig. 2. Sample images from the employed dataset:
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MRI can also generate other scans such as T1-
enhanced (T1c), and T2-

weighted Fluid Attenuated Inversion Recovery 

The brain tumor database was obtained from 
figshare (Cheng) collection. This brain tumor 

weighted contrast-
from 233 patients with three 

types of brain diseases. Specifically, this dataset 
representing glioma,930 

tumor, and 708 
slices representing meningioma.  In this study, 
only 170 images from each class were used; 
70% for training and 30% for testing. Table 2 
summarizes the dataset details. Sample images 
from each class of the database are shown in 

Unlike most of the brain classification CAD 
methods which require segmenting the input 
image before classifying it, the proposed WCNN 
method operates on the whole input image 

tation to it. Therefore, 
the proposed system significantly reduces the 
time complexity of the classification system and 
avoids any potential errors which may occur in 
the segmentation phase. The first phase of the 
proposed system is to use the Wavelet transform 
to obtain discriminative features from the input 

2.2 Wavelet Transform 
 

The Wavelet Transform (Wavelet 
decomposition), is a lossless transform. The 
transform of an image gives another way of 
representing the image. It does not change the 
energy or information content of the image. 
[33]The Wavelet decomposition tree, shown in 
Fig. 3, illustrates the functions of the Wavelet 
decomposition transform. The input image, at the 
first level of decomposition, produces two vectors 
of coefficients: approximation and detail 
coefficients. The approximation coefficients 
represent the low frequency contents of the 
signal, while the detail coefficients represent the 
high-frequency components. In the second level 
of decomposition, the approximation coeffici
produce two sets of approximation and detail 
coefficients, whose lengths are equal to half of 
the length of the original approximation vector. 
The process of decomposition further divides the 
approximation coefficients into two new vectors 
for each subsequent level of decomposition.
 

To show the decomposition operations                        
employed by Wavelet transform, Fig. 4                      
depicts Wavelet decomposition details of a 
sample image using the Haar 
decomposed image was obtained from the 
meningioma images and is shown in Fig. 2(a). 
The Haar Wavelet which is also known as the 
db1 Wavelet, is considered the first and simplest 
Wavelet.  The db1 wave looks like a step 
function [34]. 
 

Table 2. Dataset labels and diseases 
 

Class label  Number of images Matrix size 
170 512 × 512 
170 512 × 512 
170 512 × 512 

 
(b) 

 
(c) 

employed dataset: (a) Meningioma, (b) Glioma and
tumor 

 
 
 
 

; Article no.JAMMR.58115 
 
 

Wavelet Transform (Wavelet 
transform. The 

transform of an image gives another way of 
representing the image. It does not change the 
energy or information content of the image. 
[33]The Wavelet decomposition tree, shown in 
Fig. 3, illustrates the functions of the Wavelet 
decomposition transform. The input image, at the 
first level of decomposition, produces two vectors 

pproximation and detail 
coefficients. The approximation coefficients 
represent the low frequency contents of the 
signal, while the detail coefficients represent the 

In the second level 
of decomposition, the approximation coefficients 
produce two sets of approximation and detail 
coefficients, whose lengths are equal to half of 
the length of the original approximation vector. 
The process of decomposition further divides the 
approximation coefficients into two new vectors 

bsequent level of decomposition. 

To show the decomposition operations                        
employed by Wavelet transform, Fig. 4                      
depicts Wavelet decomposition details of a 

 Wavelet. The 
decomposed image was obtained from the 
meningioma images and is shown in Fig. 2(a). 
The Haar Wavelet which is also known as the 
db1 Wavelet, is considered the first and simplest 
Wavelet.  The db1 wave looks like a step 

and (c) Pituitary 
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I  

A1 

D 2 
 A2 

D1  
 

 
 

 
Fig. 3. Wavelet decomposition tree. Variables I, A1 and D1 represent the original image, 

approximation and detail coefficients at level 1, respectively 
 
The powerful capability of the Wavelet 
transforms to compress the image energy makes 
it suitable for image feature extraction 
applications [35]. 
 
Finally, the feature vector (approximation 
coefficients) is presented to a CNN and a SVM 
for classification. The same sets of inputs and 
outputs are used to train the SVM and the 
proposed WCNN system. 
 

2.3 Conventional Neural Network 
 
A Convolutional Neural Network (CNN) is a 
special type of Artificial Neural Network (ANN) 

The original ANNs, such as the multilayer 
perceptron (MLP), have been very successful in 
pattern recognition applications [36-40]. ANNs 
have inspired the creation of CNN, a Deep 
learning algorithm. 
 
Deep Learning is a branch of Machine Learning 
that employs Deep Neural Networks; neural 
networks with many layers. The CNN can be 
thought of as an ANN where at least one layer 
applies a convolution operation before it passes 
its output to the next layer [41]. Commonly, the 
mean value and the max value functions are 
used in the convolution operation, but other 
functions could also be used. CNNs present a

 

 
 

Fig. 4. Wavelet decomposition of a meningioma image using the Haar Wavelet 
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quantum leap in the area of image classification 
and computer vision. A very famous CNN design 
is the AlexNet [42] which has shown superior 
performance in general image recognition 
applications. 
 

The basic structure of a CNN consists of three 
components: convolutional layer, pooling layer, 
and output layer. The convolutional layer scans 
the whole image, using a moving window 
approach, to creates a feature map. The Pooling 
layer down samples the output of the 
convolutional layer which reduces the amount of 
data to be learned. The use of the convolutional 
and pooling layers is often repeated several 
times. Fully connected input layer converts the 
outputs generated by previous layers into a 
single vector to be applied to the next layer. Fully 
connected layer produces a weighted sum of the 
input generated by the feature analysis to predict 
an output label. The Fully connect delayer 
determines the output class. A typical CNN 
architecture is depicted in Fig. 5. 
 

As indicated by Fig. 5, the typical input to a CNN 
is an image of size m x m x r, where r is the 
number of channels (r=1 for gray-scale and r =3 
for RGB images).Normally, the CNN has the 
capability to perform image classification using 
raw images as direct inputs. However, the 
implementation of the CNN in the proposed 
WCNN system uses Wavelet features as inputs 
to the CNN.  This process greatly reduces the 
number of features; and therefore, makes the 
learning task of the CNN much easier. 
 

The architecture of the proposed CNN classifier 
contains five layers: input layer, convolutional 
layer, max pooling layer, fully connected layer, 
and output layer. 

Specifically, the input layer has a size of 128 8 x 
128 corresponding to the size of the 
approximation matrices. The output layer had 3 
neurons corresponding to the number of classes. 
Next, we compare the performance of the 
proposed WCNN system to that of a SVM 
system. 
 

2.4. Support Vector Machine 
Implementation 

 
Like CNNs, SVMs are supervised learning 
algorithms that have been widely implemented in 
classification applications. SVMs were originally 
proposed by Cortes et al. [43-44].A SVMwas 
originally designed to be a binary or wo-class 
classifier. 
 
However, SVMs have been altered to tackle data 
composed of more than two classes [45-
46].SVMs have shown remarkable                        
success in solving linear and non-linear 
classification problems. As depicted in Fig. 6, a 
SVM classifies data by determining                         
the best hyperplane that isolates the data             
points of the two classes.  In other words, an 
SVM tries to find the widest possible margin that 
separates the two classes with no interior data 
points. 
 
The SVM algorithm implemented here uses the 
Gaussian kernel defined by: 
 

k(x, y) = exp �−
‖x − y‖�

2σ�
�,                                               

 
where σ is a user-defined variance parameter. 

 

 
.  

Fig. 5. Structure of a typical CNN 
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Fig. 6. Support vector machine 
 

3. DISCUSSION AND RESULTS 
 
About 70% of data were used for training and 
30% for testing. The proposed system attempts 
to classify an input image into one of the three 
classes(meningioma, glioma, and pituitary 
tumor).The traces of loss and accuracy of the 
proposed system are shown in Fig. 7. 
 
The maximum success rate (accuracy) of the 
proposed WCNN system for this experiment is 
98.5%. In the next experiments, we investigate 
the effects of using different wavelets on the 
accuracy. Figs 8 and 9 show the success rates 
when using the Daubechies (dB) and the 
Symmetric (sym)wavelets, respectively. 
 
To show the validity of the proposed system, its 
accuracy is compared to the SVM classifier. 
When operating on the same feature matrices as 
the proposed WCNN system, the SVM system 
produced an accuracy of 92.5%. 
 
Several statistical measures are used to analyze 
the performance of the proposed WCNN system. 
Specifically,the performance of the proposed 
algorithm is evaluated by computing the 
percentages of sensitivity (SE), specificity (SP) 
and accuracy (ACC) as follows: 
 
Sensitivity: is the fraction of real events that are 
correctly detected among all real events and is 
given by: 

�� =
��� 100

(�� + ��)
          

 

Specificity is defined as the fraction of nonevents 
that are correctly rejected and is given by: 
 

�� =
��� 100

(�� + ��)
 

  
 
Accuracy is the fraction of the real events that 
are correctly detected and the non-events that 
are correctly rejected, among all events and non-
events and is defined as: 
 

��� =
(�� + ��) � 100

(�� + �� + �� + ��)
 

 
where, 
 
FP: number of false positive specimens (predicts 
non-tumor as tumor).  
TP: number of true positive specimens (predicts 
tumor as tumor).  
FN: number of false negative specimens 
(predicts tumor as non-tumor).  
TN: number of true negative specimens (predicts 
non-tumor as non-tumor).  
 
The prevalence is determined from the 
sensitivity, specificity, and accuracy. 
 
The calculated SE, SP, AC, and prevalence are 
given in Table 3.  
 
Table 3 shows that the proposed system 
produces high sensitivity and specificity values, 
indicating that the system is robust and reliable. 
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Fig. 7. Traces of accuracy and loss during training 
 

 
 

Fig. 8. Accuracy using daubechies wavelets 
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Fig. 9. Accuracy using symmetric wavelets 
 

Table 3. Performance metrics of the proposed system 
 

No. of cases SE SP ACC Prevalence 
100 95.5% 92.5 % 98.5% 2 

 
4. CONCLUSION 
 
In this paper, a novel approach to the 
classification of Brain cancer using Deep                
Neural Network is presented and developed. 
Most of the systems that are currently                
proposed in the literature, segment the input 
Brain image before applying it to the CNN 
classifier. The proposed CNN system processes 
the whole Brain image with Wavelet 
decomposition, without doing any segmentation 
to the input image. Hence, the proposed system 
has a lower time complexity than the other 
systems proposed in the literature. Wavelet 
decomposition highly reduces the dimensions of 
the input image, which in turn, simplifies the work 
of the CNN classifier. The proposed system 
classifies the input Brain image to one of three 
classes: meningioma, glioma, and pituitary 
tumor.  
 

The Brain images are MRI scans taken from the 
Figshare(Cheng) database. To show the validity 
and robustness of the proposed system, its 
performance is compared to the SVM classifier. 
Both the proposed WCNN system and the SVM 

classifier received the same feature vectors as 
input. 
 

Experimental tests on the Figshare (Cheng) 
database achieved 98.5% of recognition 
accuracy using a decomposition level of two and 
the Haar wavelet. Simulation results have 
indicated that the proposed system always 
produces higher success rates than the SVM 
system. 
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