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Abstract 
The management of information flow for production improvement has al-
ways been a target in the research. In this paper, the focus is on the analysis 
model of the characteristics of information flow in shop floor operations based 
on the influence that dimension (support or medium), direction and the qual-
ity information flow have on the value of information flow using machine 
learning classification algorithms. The obtained results of classification algo-
rithms used to analyze the value of information flow are Decision Trees (DT) 
and Random Forest (RF) with a score of 0.99% and the mean absolute error 
of 0.005. The results also show that the management of information flow us-
ing DT or RF shows that, the dimension of information such as digital infor-
mation has the greatest value of information flow in shop floor operations 
when the shop floor is totally digitalized. Direction of information flow does 
not have any great influence on shop floor operations processes when the op-
erations processes are digitalized or done by operators as machines. 
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1. Introduction 

Quality and timely product delivery have always facilitated the improvement of 
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performances in Small and Medium Size Enterprises (SMEs) in the performance 
improvement long term strategy. Performance amelioration has always been at 
the center of scientific research and many researchers demonstrated that per-
formance improvement is a function of information sharing and decision mak-
ing. The management of information flow (MIF) moves towards digitalize in-
formation known as information of things and it is a key for performance im-
provement [1] [2], but in some developing countries the concept of internet of 
things applied to the MIF is still not yet a mere event due to the lack of technol-
ogy transfer and the random economic situation [1] [2] [3]. It is then an oppor-
tunity to work over a progressive transition from the traditional MIF in shop 
floor operations to the digital MIF. A proper MIF renders manufacturing com-
panies continuously efficient when stochastics and none stochastics event related 
to machines and operators’ behaviors occur [3] [4] [5]. This paper focus on shop 
floor of manufacturing companies in developing countries which are moving 
towards a digitalize MIF but which still have some lacks that result in poor deci-
sion making when facing operations productions and later cause a decrease of 
performance of the company. A good MIF is also based on the analysis of infor-
mation flow characteristics, according to Mbakop et al. [6] and presented by 
Figure 1 and Figure 2, the MIF consists of giving to information flow a value in 
order to facilitate decision-making in shop floor operations for performance 
improvement of companies [6]. Decision-making in company is also subject to  
 

 

Figure 1. Information flow sharing in small-and medium-sized manufacturing companies of developing 
countries. 

https://doi.org/10.4236/jcc.2022.103004


J. Voufo et al. 
 

 

DOI: 10.4236/jcc.2022.103004 48 Journal of Computer and Communications 
 

 

Figure 2. General characterization of information flow. 
 
the information flow received, information flow coming from the tactic level to 
the strategic level doesn’t have the same weight or consideration as the informa-
tion coming from the strategic level to the tactic level when the company isn’t 
totally digitalize, likewise information coming from the operational level to the 
tactic level and the tactic level to the operational level, the impact on information 
flow on decision-making by shop floor operators (machines, computers, humans) 
is visible and has to be considered, so a none-timely information won’t enable 
the good performance of the production chain. An information flow in the pro-
duction chain can then be attributed a value which will have an influence on 
productions operations. Thus, the integration of information flow in shop floor 
operations processes. From what the literature research presented, till now re-
search works were done in the determination of the value of information flow 
(VIF) by integrating one of the characteristics of information flow (CIF) namely 
quality, later dimension because the companies were almost digitalized, but they 
haven’t considered that they are some companies trying to move from the tradi-
tional MIF to the digitalization MIF and also in their works they haven’t inte-
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grate the influence of at list two CIF in their analysis of the VIF to facilitate deci-
sion making in manufacturing companies. Some tried to determine the VIF with 
the quality of information flow by using methods of technical audit, process in-
formation integration and recently, dimension of information by using the Val-
ue-Added Heat Map (VAHM) method which leads to the degree of digitalization 
of processes in shop floor, but never dimension and quality at the same time. It 
is therefore important to consider in this paper a new model that will include 
information quality, direction, and direction on the value of information flow to 
analyze the integration of information flow in shop floor operations processes 
and later using the machine learning algorithms. 

This paper aims at integrate the CIF in the determination of the VIF to facili-
tate decision making by operators in the shop floor process using the approach 
of machine learning, by taken in consideration the hypothesis, that some of the 
CIF can be scale according to Tomanek and Schroder [7]. The accomplishment 
of this gold lead us to related works on the determination of the VIF and Ma-
chine Learning Classification Algorithms Techniques, then a proposal methodol-
ogy for the analysis of the VIF and a comparative analysis of the Machine Learn-
ing Classification Algorithms namely: Decision Trees, Gradient Boosting, KNN, 
Support Vectors Classifiers, Logistic Regression, Random Forest, and Gaus-
sian Networks Bayesian on the obtained result.  

2. Related Work on the Determination of the Value of  
Information 

In industrial and job processes, materials and information flow are always on 
motion except that their motions can be described by contrary direction. An in-
formation can then stop the flow of materials in process, cause the materials not 
to be in process, from this, it is important to have a look on the value of infor-
mation that are in the process or that may trigger the process. According to the 
literature, there are many ways to define or to consider the value of information: 
in the job operations sequences, the value of information can be linked with the 
benefit that and information adds to a process or service, [8] [9] [10]. The value 
of information flow can be considered as a measure for the avoidance or mini-
mization of the bullwhip effect [11]. Considering the integration of information 
flow in a process be it shop floor or not, the value of information is based on the 
quality of information that is characterized by accessibility, transparency, time-
liness and granularity [12] [13]. The value of information can be created by in-
formation, which is transmitted correctly. Complete and in a timely manner [14] 
[15], by avoiding disturbances and media disruptions. Considering the works 
of Tomanek and Schröder 2016 [7], the value of information flow is function of 
scale of the dimension of information flow as presented in Table 1. Considering 
the presence of materials on a production line in shop floor, the value of in-
formation can be deducted from the impact that materials undergo on shop 
floor, and also the value of information flow can be determined by knowing the  
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Table 1. Value added heat map-evaluation scale for information flow [7]. 

Categorization 
Value 
Added 
Level 

Dimension of 
Information Flow 

Scale 

No 
Added Value 

0 
Insufficient, incorrect or unnecessary 

exchange of information 

 

Limited 
Added 
Value 

1 
Written exchange of information 

(e.g. paper document, fax, e-mail, etc.) 

2 
Verbal or visual 

exchange of information 

3 
Electronical exchange of 

information not real-time 
(e.g. by spreadsheet application) 

4 
Electronical exchange of information 
real-time (e.g. by system-application) 

Maximum 
Added Value 

5 
Digital exchange of 

information real-time 
(e.g. by Internet of Things and Services) 

 
digitalization degree in a context of industry 4.0 using the method of Value- 
Added Heat Map (VAHM) [6]. 

Many methods were used to determine the value of information.  

2.1. Process Integration Method 

According to the process integration method, Aubert et al. [16] integrated the 
quality of information flow in the and their results show that, the more the in-
formation quality cost is low, the more of information is high and more the in-
formation process integration is high also according to Equation (1):  

( ) ( ) ( ) ( )1 j j
n

j jjVA C a C tr C ti C g
PI

VA
=

− + + +
=

∑
           (1) 

where VA: Value added by the process,  

ja : accessibility for activity j,  
ti: timeliness for activity j,  
( )jC x : cost of providing property x for activity j, 

tr: transparency for activity j, 
gi: granularity for activity j,  

( ) ( ) ( ) ( )1 j j j jj
nQI C a C tr C ti C g
=

= + + +∑               (2) 

QI: value of the quality of information flow. 
Berente and Vandenbosch [17], proposed another form of computation of the 

value of the process integration depending of the quality of information, instead 
of considering the cost of information quality, they have tried to attribute to 
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every quality of information the factor of time. They carried out an audit and 
they determine the different time referring to information quality characteristics. 
The obtained formula of the process integration value is given by Equation (3) 
and the value of information that can be considered from it is given by Equation 
(4).  

( ) ( ) ( ) ( )11 j j jj
t

n
jT a T tr T ti T g

PI
TT

=
+ + +

= −
∑

           (3) 

where TT: total time taken by the process,  

ja : accessibility for activity j  
ti: timeliness for activity j  
( )jT x : time of providing property x for activity j 

tr: transparency for activity j  
gi: granularity for activity j. 

( ) ( ) ( ) ( )1 j j j j
n
j C a C tr C ti C g

QI
TT

=
+ + +

=
∑

            (4) 

QI: value of the quality of information flow. 
The works of Aubert et al. [16], Berente and Vandenbosch [17], were focused 

on the quality of information flow to influence the value of information in the 
process integration.  

They have justified it by the fact that, it is not easy neither to quantify the cost 
and the time related to accessibility, timeliness, transparency and granularity. To 
quantify the time of the accessibility of an information is a difficult task and 
doing that takes much more time. That is why, it is very important to look for 
another way round to compute the value of information flow.  

2.2. Value-Added Heat Map (VAHM) Method 

According to the Value-Added Heat Map proposed by Tomanek and Schroder 
[18], which is an innovative visualization tool that indicates the level value crea-
tion concerning production relevant factors. The VAHM enables to have a view 
on the added value level of production relevant factors by using colors scaling 
and it by developing key performance indicators it finds also its application in 
determine relevant factors like the internal circulation of information flow. To 
analyze the VIF, they have done an audit in the company in with they have 
mapped the flow of information and the results of the audit lead them to scale 
the information that were given a more added value to the process. Table 1 and 
Table 2 illustrate the information flow in circulation in the shop floor and the 
VAHM respectively. Though the Value-Added Heat Map analyses the informa-
tion flow, it shows a possibility on how deficient information or defective infor-
mation can be cause to the losses of time. In their work they have only consi-
dered that the medium of information with is the dimension of information can 
be scale. They haven’t integrated the scaling of direction of information flow, of 
the parameters, of the types and of the quality of information flow. 
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Table 2. Value Stream Analysis—symbols for the visualization of an information flow 
[7]. 

Symbols for the information flow Meaning 

 Manual information flow 

 Electronic information flow 

 
Electronic information flow 

 
Levelled production planning 

 
Route of a kanban card 

2.3. Digitalization Degree Method 

The value of information was then the estimate function of the digitalization de-
gree, the layout-specific digitalization degree indicates, which percentage the de-
gree of information flow promotes added value. It is computed from the ration 
of the sum of each information transfer multiplied with the corresponding val-
ue-added level and the amount of transferred information per time unit multip-
lied with the highest possible value-added level according to Equation (5) devel-
oped by [17]. 

( )
( )

1

Digitalization degree

Information Transfert Value Added Level
100

max Value Added Level
i

N
i

N
=

×
= ×

×
∑        (5) 

Information Transfer 1, ,i N=  ;  
N = Amount of transferred information per time unit;  
Value Added Level = 0, … 5. 

2.4. Information Quality Value Stream Mapping (IQVSM) 

Busert and Fray (2020) [19], based on value stream mapping (VSM), the authors 
used this method to visualize the information flow that will serve for production 
planning and control to improve the performance of the shop floor. They consi-
dered the following sub-characteristics of information quality: Granularity, time-
lines (frequency), and accessibility of information to improve the value that an 
information flow may have on the shop floor. To reach their goal, they carried 
out interviews from which they received information concerning the shop floor 
to build up scenarios for their analysis. To harmonize the information quality, 
they computed the tolerance of the quality of information; the lower the toler-
ance, the higher the value of information. They noticed that the percentage to-
lerance of information quality is very important in planning control and the 
shop floor management.  
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2.5. Deep Learning Method Based on Artificial Neural Network 

Mbakop et al. (2021) [20], used deep learning method base on the characteristics 
of information flow. In their analysis of the value of information flow, the au-
thors took all the characteristics of information flow to find the value of infor-
mation using artificial neural network behaving as a deep learning model. The 
obtained value of information flow was in the unit interval and their results 
showed that parameters should not be included in information flow to have a 
good management. For it is difficult to assume or determine the value of the 
quality of information in the unit interval but you can at least know if the quality 
of information is accurate or not.  

Therefore, this paper does not consider that the characteristics of information 
flow are data defined in the unit interval, but rather consider that that they are 
binary data and to analyze them classification algorithm of machine learning will 
be used to observe the influence that information characteristics such as quality, 
direction and dimension have on the value of information flow in a shop floor 
operation. The considerations of all these characteristics of the information will 
give a real knowledge on information flow management in the context of devel-
oping countries because it is not all the SMEs manufacturing company which are 
high industrialized. It is important to consider that a digital information (di-
mension) of information can face disruption according to the network of the en-
vironment such digital information will cause losses and will no more have “5” 
has added value. It is therefore important to bring out a new method or a new 
model to determine or to analyze the value of information flow defined as the 
integration of information flow in shop floor of developing countries for the de-
cision-making. This paper will present two modeling approaches, the process 
integration modified approach and the machine learning approach.  

3. Machine Learning Algorithms  

The analysis of the integration of information flow (IIF) based of the value of 
information flow (VIF) in shop floor of developing using a machine learning al-
gorithm approach has not yet been a study focus according to article that was 
read in the literature. This is justified, because the development of information 
characteristics has been updated by [6]. Machine Learning Methods have been 
used in many applications in industries. Machine learning techniques and their 
different roles. Researchers have characterized machine learning in trees groups, 
namely: Supervised Learning, Unsupervised Learning, Reinforcement Learning. 
This paper is concerned with supervised learning as noted in Figure 3.  

Support Vectors (SVC) is an algorithm of ML technique use for classification 
and prediction analysis due to it high accuracy which is based on statistical anal-
ysis, it has been developed for pattern recognition, classification, it uses a great 
number of data [18] [21] [22] [23], it objective relies on is the individualization 
of hyperplanes parallel to error minimization.  

Decision Tree (DT) is an algorithm of ML with is also used for classification  
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Figure 3. Classification of algorithms of supervised learning. 
 
and prediction analysis. The main purpose is to expose the structural informa-
tion contained in data, his network is formed of nodes which represents features 
(inputs) and the leaf nodes which represent the output [24] [25].  

Logistic Regression (LR) is a classification function that uses class for building 
and uses a single multinomial logistic regression model with a single estimator, 
it is also used for prediction and it is usually states where boundary is between 0 
and 1 [26] [27]. 

Bayesian Networks (BN) is a statistical classifier that predict the class of proba-
bility, Bayesian networks are graphical models, showing the relationship between 
the subset of attributes and BN have exhibited high accuracy and speed when 
applied to large databases [26] [27] [28] [29]. 

Random Forest (RF) is a classification algorithm contains of a set of trees, in 
which similar independent vector vectors are distributed, and every tree issues a 
voting unit for the most common category in input [30] [31] [32].  

KNearest-Neighbour (K-NN) is an algorithm mostly used for classification 
problems and pattern recognition, this method classifies cases based on the rela-
tionship between variables and can be used for both classification and regression 
[33] [34]. 

Gradient Boosting (GB): is a machine learning algorithm formed of weak learn-
ers as DT to build up a strong learner, it has a peculiarity cost function optimi-
zation [35] [36]. 

4. Proposed Methodology 

In this paper the methodology is based on two main approaches. The proposed 
methodology is presented by Figure 4. The first approach is based on the new 
proposed integration of the information model in shop floor processes, which 
passes through the mathematical modelling of the information flow based on in-
formation characteristics related to the production process. The second approach  
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Figure 4. Method of determination or prediction of the VIF with supervised machine 
learning algorithms. 
 
is based on the usage of the constructed questionnaires form to analyze the value 
of information using machine learning algorithms. To build this questionnaire 
form, some considerations of previous research works on information flow has 
been taken into account. Then, the software python Tensorflow will be used to 
split and train the dataset, to compare the different model of ML by given each 
accuracy of ML model then chose the one that has the best accuracy and lastly 
interpret some predicted VIF. 

For the dataset acquisition a survey was carried out, that survey was based on 
the submission of online answer sheet question to employee concerning, the im-
portance of each characteristics of information flow on the value of information 
flow and that will be later be exploited to have the correlation matrix of the in-
formation flow. For the sample questionnaire kindly have a look in appendix. A 
simple mathematical modelling of the VIF will be developed depending on the 
results of survey and the various characteristics of information flow. The com-
parative analysis of VIF will be a way of chosen the suitable model analysis for 
paper. 

4.1. Modeling of the Value of Information Flow in Shop Floor  
Operations 

The IF is a row matrix IFM  of 5 rows Matrix ( ,1 3kX k≤ ≤ ) representing all 
the 3 components of the IFC and all the IFC are not dependent each other. Each 
of kX  row matrix has a ix  component that is totally binary for one case and 
for an order one only the dimension information value will not be binary data 
but they will derive from the scale of information dimension as presented in Ta-
ble 2. 
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For each ( )k iX x= ,  

Dimension, 1 6
Direction, 1 4
Quality, 1 4

i

i
x i

i

≤ ≤
= ≤ ≤
 ≤ ≤

                    (6) 

Dimension of information has as component, 

( )1 11 12 13 14 15 16, , , , ,X x x x x x x=                    (7) 

Direction of information flow has as component, 

( )2 21 22 23 24, , ,X x x x x=                      (8) 

For quality, there wasn’t a consideration of the fifth sub characteristics which 
is the cost of information flow in this paper, that is why quality contain 4 com-
ponents.  

Quality of information flow has as component, 

( )3 31 32 33 34, , ,X x x x x=                      (9) 

An information flow shared in a shop floor or organization for services or 
product manufacturing or delivery has the following Matrix given by Equation 
(10). 

( )1 2 3, ,IFM X X X=                      (10) 

From the definition of the characteristics of information flow that constitute 
an information flow (IF), this paper doesn’t include the type and the parameters 
on the IF. Taking in consideration the weight attributed to the sub-characteristics 
of information flow in the audit, W is defined as the weight attributed to each of 
the following sub-characteristics.  

Dimension value of information can be modeled as:  

( )1

1

1j

m

W x
DI

W
= ≤                       (11) 

( )1 jW x : the weight of the dimension of information; 

1mW : the maximum weight of the dimension of information. 
Direction value of information can be modeled as:  

( )2

2

1j

m

W x
DRI

W
= ≤                     (12). 

( )2 jW x : the weight of the direction of information; 

2mW : the maximum weight of the direction of information. 
Quality value of information can be model as:  

( )31
4

3

1jj

Tm

W x
QI

W
== ≤

∑
                  (13). 

( )3 jW x : the weight of the quality of information; 

3TmW : the maximum weight of the quality of information. 
The VIF for every information flow arriving in the system is described by Eq-

uation (14), is presented by Figure 5. 
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Figure 5. Illustration of the analysis of VIF with the GB model for decision making. 
 

3VIF DI DRI QI= + + ≤                    (14). 

It is therefore necessary to examine the characteristics of information flow 
which minimize or maximize the value of information flow in shop floor opera-
tions.  

It will be for a heavy task to examine the characteristics of information flow 
which maximize or minimize the value of information flow. For this reason, ma-
chine learning algorithms methods seem to be a proper method to analyze this 
model and give us the characteristics that maximize or minimize the value of 
information flow by taking in consideration the information from the audit.  

4.2. Questionnaire and Dataset Collection 

Questionnaires were built and submitted to industries of some developing coun-
tries and the objective of the questionnaire is to have a general view on the in-
fluence of information flow characteristics on decision making and performance 
which is illustrate by the value of information flow. Questions sample were like: 
Tick the sub-characteristics of the dimension of information flow which can 
have influence on the value of information flow, from your above response an-
swer if there is a good or a bad value of information flow. The obtained dataset 
couldn’t be analyzed by the VAHM, but because that are voluminous but it can 
be used to build up a new model of the integration of information flow in shop 
floor operation and also to choose a machine learning method. From these ques-
tionnaires two dataset 1 and 2, will be generated, the first one will consider the 
responses of the questionnaires and the second one with considered the dataset 1 
and the scale value of dimension of information flow proposed by [7].  
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4.3. Comparative Analysis of Machine Learning Algorithms:  
Supervised Learning 

The comparative analysis will be based on the score and metrics of the classifica-
tion algorithms models given by Equations (16)-(18), The error criteria such as 
mean square error (MSE) and the root means square error (RMSE), and Mean 
Absolute Error (MAE) are the performance criteria of machine learning models. 
with y′  the predicted and y the actual VIF, N is the number of samples.  

( )2

1MSE N i i
i

y y
N=

′ −
= ∑                      (16) 

( )2

1RMSE iN i
i

y y
N=

′ −
= ∑                    (17) 

1MAE N i i
i

y y
N=

′ −
= ∑                      (18) 

4.4. Heat Map of Information Flow Describe by the Correlation  
Matrix When Having Binary Data 

When the CIF are totally binary or except the dimension which isn’t binary, 
from the data collected in a sharing of an information flow based of its characte-
ristics in shop floor of developing countries, it happens that the correlation ma-
trix is the same and its shows the relationship or the dependency between the 
CIF as presented by Figure 6. 

The correlation Matrix for the two cases indicates the following observations.  
Observation 1: A perfect dependency (1.0) of every characteristics of informa-

tion flow with each other, which mean technically that, the information flow 
sharing depends on the CIF. 

Observation 2: A negative dependency (−0.2) indicates between each of the sub 
characteristic of the dimension of information flow a light independency between 
each of the sub characteristics, when digital is present, each of the other dimen-
sion has to be absent, it confirms the assumption made in hypothesis 2.  

Observation 3: A negative dependency (−0.3) between each of the sub charac-
teristic of the direction of information flow, which signify to avoid confusion in 
decision making by operators in shop floor an information flow may not come 
from two level of decision making, but even if it is the case the influence of de-
pendency is less than 0.5, so it will not have a lot of effect on the value of infor-
mation flow as long as data are binary.  

Observation 4: From observations 1, 2, and 3, the influence of levels of deci-
sion making is more than the one of the dimensions of information flow looking 
at the absolute value of dependency coefficient. From all the above observations, 
it doesn’t exist a total dependency between the features or information flow 
characteristics, therefore this dataset can’t be used for regression algorithms but 
only for classification algorithms as long as machine learning is concerned. The 
focus will be on which model is more proper for the analysis of the value of  
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Figure 6. Correlation matrix of the CIF. 
 
information flow and also which model will help us to determine the characte-
ristics of the information flow which maximize the value of information flow. 

5. Results and Discussion 
5.1. Comparison of Machine Learning Models: Classification  

Algorithms 

In this paper, the focus is based on these various classification algorithms: DT, 
KNN, RF, SVC, LR, GNB, GB. After splitting and train the dataset, the results 
obtained from our computation with python enable us to be focus on perfor-
mance metrics. The splitter percentage of dataset 1 and 2 was as follow: 80 per-
cent for the training and 20 percent for the prediction. 
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The training scores of the classification ML models are presented in Figure 7 
and Figure 8 for dataset 1 and 2 respectively. From Figure 7 and Figure 8, all 
the ML models have been well trained, but DT has an excellent learning ability 
in the dependencies that exist between the VIF and the characteristics of infor-
mation flow, when data are mixed. GBN is the only model which has a least 
coefficient, because the data obtained aren’t completely random but it derives 
from an audit. To choose the best model, the accuracy of each model will be an 
important aspect.  

From Figure 8, GB, KNN, SVC, LR, DT, RF, and GB are suitable models with 
a score of 0.99 for the determination of the VIF.  

According to Figure 7 and Figure 8, the predicted models are all accurate for 
the analysis of the information flow. But from the performance model evalua-
tions of algorithms metrics loss function for both dataset 1 and 2 are given by 
Figure 9 and Figure 10 respectively, the best algorithms are the Decision Trees  
 

 

Figure 7. Scores evaluation for dataset 1. 
 

 

Figure 8. Score evaluation for dataset 2. 
 

 

Figure 9. Loss function metrics of the dataset 1. 
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Figure 10. Loss function metrics of the dataset 2. 
 
Model (DT) and Random forest (RF) for case 1 with a score of 0.9952, the MAE 
= 0.0047 and the RMSE = 0.068. 

From Figure 9 and Figure 10, it comes that the suitable models for the analy-
sis of VIF in this paper are the decision trees (DT) and the Random Forest (RF), 
because of their excellent score and loss function. In a situation where informa-
tion flow characteristics is binary data and when dimension are scale as in model 
of industry 4.0, DT/RF will help the managers of the shop floor operations to se-
lect what information characteristics give a good VIF to enable decision making. 

5.2. Interpretation of the Prediction Analysis 

An information flow sharing between shop floor operators (humans and or ma-
chines) during a operations processes can have a VIF that is to considered or not 
according to the characteristics of the information flow. Depending on the kind 
of operators some, information characteristics differs it can be illustrated by this 
example: an information flow can be complex for man operator but not for an 
automated machine, a paper information is more for a human operator than for 
machine or computer, digital information is more suitable for interconnected 
machine than for humans, so whether an information flow is destined for a ma-
chine, human or computer each characteristics of information flow will corres-
pond to each operator for a better interpretation for a better decision making, 
that is why Figure 3 presents DT/RF model in decision-making.  

5.3. Analysis Based on the Dimension and the Direction under  
Good Quality of Information Flow Dataset 1 and 2 

With the DT/RF models on dimension of information flow it comes that:  
DT/RF 1: An information flow shouldn’t derive from more than one medium, 

if not the value of information flow will be 0. Concerning the document, the Au-
dio, Visual, Electronic non-real time (E_N_R_T) information and the electronic 
real time information (E_R_T), the CIF can give out a good VIF if the informa-
tion flow has to be transparence (1) and well details or granular (1), the informa-
tion flow must not come from than one direction. In shop floor where is are still 
paper information, or audio, transparency of information, accessibility, granu-
larity, timeliness has to be maximized. 
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DT/RF 2: Concerning digital information, the model gives out a good value of 
information flow when there aren’t the disruptions that can occurs in the infor-
mation sharing from the directions, and also from the network problems in the 
developing countries, this then can’t allow machines to operate in their optimum 
performance level.  

DT/RF: In this work the model shows us that, here the direction of informa-
tion does not have a mere influence of the value of information flow except when 
the information is coming from more than one decision making level. 

It is not in all developing countries that directions of information have the 
same effect of information as in this work (where it represents a total indepen-
dence decision making production operators with facilitate it performance for 
production). This is because of the presence of human personnel at the decision 
level of operations, the order from the tactical level or a supervisor may have in-
directly a great influence on the human operator, consequently on his produc-
tion action.  

The results obtained from this paper based on the dimension and the direc-
tion of information flow are comparable with the one of [20]. In the sense that, 
digital information flow can provide a good value of information flow when 
there is no disruptions in the transmission process of information. And also the 
shop floor may have a good performance when the dimension of information 
flow and the direction have data which are all equal to 1. Though the works of 
[20] was focused on mixed data (binary and non-binary) the results obtained 
from this analysis show that a shop floor can become more efficient if informa-
tion flow in the shop floor are well managed.  

6. Conclusions 

Information management in shop floor operations can also be focused on the 
analysis of integration of information flow which plays a great role in decision 
making and performance operations improvement, a well-organized MIF based 
on the CIF will increase the efficiency of the SMEs. This article aimed at model-
ling the integration of information flow in shop floor operations based on the 
value of information flow and also analyze this integration of information flow 
with machine learning (KNN, SVC, LR, DT, GBN, RF, GB) algorithms. The no-
velty in this paper, is the integration of the dimension and the direction of in-
formation flow in the analysis of the integration of information flow in shop 
floor operations known as the value of information. The analysis aspect of the 
models using the audit technique and machine learning algorithms present DT/RF 
algorithms as the best models that maximize the VIF function.  

Which is to say that, dimension of information flow has to be of a good me-
dium as digital for information flow to be well integrated in process operation 
and also a paper information can give out a good value of information flow in 
shop floor operations if it is transparent and granular for both dataset 1 and 2 
respectively. In production process an information flow shouldn’t come from 
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many directions or from many levels of decision for it can cause disruptions in 
information flow analysis then reduces the value of information flow can con-
sequently the performance of the shop floor. The present work is limited when 
the information flow arrives randomly for production processes, so it will be for 
a great scientific help to evaluate the performance of the shop floor based on the 
arrival of random information. 
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